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Subject Code: MCA-VAC2101
Subject Name: NLP using Python
Duration: 30 Hours

OBJECTIVES:

e To learn the fundamentals of natural language processing
e To understand word level and syntactic analysis.
e To understand the role of semantics of sentences and pragmatics

e To get knowledge about the machine translation.

MODULE- I INTRODUCTION OF BASIC TEXT PROCESSING

Overview: NLP-Language - Basics of Text Processing — Spelling Correction — Weight Edit
Distance- other Variations — Noisy Channel Model for spelling correction - Python object

persistence. 6

MODULE- II LANGUAGE MODELLING AND SMOOTHING

Language modeling — smoothing models — Computational Morphology — Finite state Methods for
morphology — Introduction to POS tagging-Introduction to Python Programming — Python Mode.
6

MODULE- III SYTAX, PARSING, SEMANTICS

Syntax — Parsing — CKY-PCFGs — Inside and outside probabilities - Dependency grammar and

parsing — Transition based Parsing — Formulation — Learning. MST Based Parsing. 6



MODULE-1IV TOPIC MODELS AND INFORMATION EXTRACTION

Topic Model- Latent Dirichlet Allocation — Gibbs sampling for LDA — Formulation and

Application — LDA Variants- Entity Linking - Information extraction- The Python Standard
Libraries for data processing. 6

MODULE- V TEXT SUMMARIZATION & TEXT CLASSIFICATION

Optimization Based models for summarization — Evaluation- Text classification — sentiment

analysis - Affective lexicon -Learning affective lexicons- Text Classification. 6

TOTAL: 30 PERIODS

OUTCOMES:

e Totag a given text with basic Language features

 To design an innovative application using NLP components

e To implement a rule based system to tackle morphology/syntax of a language

e To design a tag set to be used for statistical processing for real-time applications

® To apply NLG and machine translation
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First Edition, OReilly Media, 2009. |




